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Paper / Subject Code: 82901 [ Artificial Intelligence

(2%: Hours) [Total Marks: 75]

N.B. 1) All questions are compulsory.
2) Figures to the right indicate marks. -
3) lllustrations, in-depth answers and didgrams will be appmc:aled
4) Mixing of subqueshons isnot a]lowéﬂ

Q

Q1 AttemptAll R S
(a) Multiple Choice Questions o ‘ %
i. Whatis Artificial mtelhgence? Oy = :
a. Puttingyour intelligence into Computer ' | Q
b. Programming with your own intelligence ~
c. Makmg a Machine intelligent : n Kl
d. Playing a Game - =Y :
ii. Who coined the trem Arhﬁcx:ll Intelhgence ? oar :—
-a. ArthurSamuIe a3
b. JamesSlagle . '
¢. Jhon McCarthy

E j S om)

d. E. F. Codd :
i, Uhhty based agent are the extension of agenL.
a. Mana},er : ,'\.‘ —_"‘ :

b. GoalBased Agent
c. Simple Reflex Agent .~
d. ‘Smart Agent
iv. Evaluation function for A"zs f(n) = - +
h(n)+h(m)
b h(n)gln) :
h(n)+c(n) - 3
: g(n)+h(m)
v. Blind search is-also called as
a. Uninformed search
b. Informed search
c. -Simple reflex search
d.” initial Search
Vi. AND/OR is implemo_nted in the ) problem
a. Deferministic
b. Non-Delerministic
c¢. Optimal
d. Hill Climbing
wvii.  Which of the following is NOT supervised learning?
a, PCA
b. Decision Tree

B

AN

¢. Linear Regression
d. Naive Bayesian
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viii.  What is perceptron? N :
a. asingle layer feed-forward neural network wth pre-processmg

D. an auto-assaciative neural network
c. adouble layer auto-associative neural network
d. aneural network that:contains, feedback

ix. High entropy means lhal. the pnrlihons in deciston I:ree cla551ﬁcabon are
a. pure oy
b. not pure _
c. useful 7
d. limited - S o :
2, You trained a. bmnry class:[‘ er model which gl”ves very high accumcy on the
training data;but much lower acctiracy on vahdahon dnla The folfowmg may
be true: - : =
a. Tlus isan mslance of overfltlmg.é = _‘}::
b, ~This is an‘instance of underfitting. : ’
¢ The training was well regularized.
“d. The -training and lesling exnmples are sampled [rom same
distdbuhons
(b) = Fill in the blanks -, (5M)
 Options : FIFO,LIFO, Max, O(bm) o(d), Probablhshc Pempt
1, is (he information that the agent receives
-l In BFS the.frontier is implemented as a ____queue.
iii. . The space complexity of minimax n]gonlhm is
iv..~  Bayes rule can be.used to answer qmns
v In a]pha beta pruning alpha stands for__ ~.
© Q.2 Attempt the following (Any THREE) (15M)
(a) - Explain-the components of alearning agent.
(by " Tor Playing soccer aclivily, give a PEAS description of the Insk environment
20 and characterize it in terms of the properlies.
+{c) Describe the Model-based agent in detail.
(d) - Wrile the States, Initial State, Actions, Transition Model, Goal State and Path
" cosl lo formulate the 8-Queen problem.
(e) Describe general Tree-Search algorithm
0] Explain Best [irst Search alporithm.
(15M)

3 Q.3 “Attempt the following (Any THREE)
(a) . Distinguish between Supervised and Unsupervised L earning.
(b)"  Give one line. description for the following with reference to supervised

leqrmnb
i) Training sel
ii) Testset
iii) Hypothesis
iv). Clasaification
v) Regresglon
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() Explain the Decision-Tree-Learning algonthm

(d)  Explain K-fold cross validation and-LOOCV. X "

(e) What is an artifical neuron? How itis used.i m ANN" i

® Explain support vector madun_e clasm.ﬁe:; plgonmm_? i g-“-'\' - _
Q.4  Attempt the following (Any THRE[I) A ) " (15)

(a) Write nole on Maxlmum-hkelﬂxood function. S . 3 )

(b)  Explain Expectation Maximization function? all - ¥

(<) Briefly describe Adaphve Dynan’uc Programmmg = (I‘:' 2

(d) Describe Q-Ieammg in detm] _
(e) Write note on Basswe Remforcemenbleanﬁng L r A &
(f) Explain Tempoml leference learmng A_’\" Sl o

'

Q.5 Attempk lhe fullowmg (Any FIVE) X = (1sp

() Define heunsb&funchon. Give an example he1mst1c fu.m:hon for solvmg 8— cal
puzzle problem ~ g - ke o &

(b) Explain steps for A* search anonthm N e

() -Describe a.mathemafical model-for a neuron. = =

(d) - Write short note on univariate linear regressmn o e

(e). Explain Artlﬁcml Tnteﬂlgence with Turing Test«'lpproach /3
AD Write note ori:Active reififorcement learning. ( e
“(g)  Explain how generalization is achieved in Reinforcemient learrung
(h)y . Writeal note on vae Bayes models Y - -

#t-tgta-ivttttl.t..n"‘-titit#_l“i-lﬁrtlt.tl"ult
i b i e
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