Paper / Subject Code: 92919 / Information Teclly:di(;gy D:e,gp‘ Learn‘i}i;.;"‘(R 20‘2_;1;)“;

e

(Time: Z%‘Eours)
'7,"-_‘“ > , ‘_[{I‘:otal Marks: 60]

N.B.: (1) All questions are compulsory. fort -
(2) Make suitable assumptioris wherever nccessary ‘and state: the assumphons made.
(3) Answers to the same question must-be wrltten together. > :
(4) Numbers to the right indicate marks. = 2
(5) Draw neat labeled diagrams wherever necessary. -
(6) Use of Non-pro«rr, :ifnmable»éélculator;is’zillowcdf

1 Attempt any two’ of the followmg

a.  Write a short note on scalars vectors,'matrices: and tcnsors

b.  Write a shortnote on gradlent based optimization, -

c.  State and explain poor:conditioning in numerical cornputanon
d.  Wrtea short note on Eigen dccomposmon in lmear algebra

2 Attéhlpt any tve of the"t.'—ollm'vmt7 '>

a.  Write a short not on dataset augmentation.

b. -~State and explain AdaGrad algorithm for adaptive leammg ratcs
c.

d

" Write a short note-on hidden units. Also explam l()ngth si gmmd and hyperbohc tangent.

Write a short notc on stochastlc gradlcnt dcscent o

3 Attempt any two of: the following: :
a.... Write a:short note-on convolutional networks and convolution:c operatlon
b." What are leaky units? Explain the strategies for multiple time scale.

c.  Whatis a deeprecurrent network? o :

d Wnte a short-note on neural language model;

& S A ) o oot o
4: Attemijt any two:ji:)f the foleWing: = o
' Write a short note on denoising autoencoders, "
Wirite a short note on independent component: analysis. -

~Write a short note of transfer learmng and domain adaptauon

5. Attempt any two of the: l'o]]owmg -

a.  Write a short note on convolutional Boltzmann machmes
b. Explam the concept-of deep belief networks (DBNs).

c..- State and explain learned approximate inference.

d Wnte short note on MAP inference and sparse coding.
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a
b
c. State and explain the list of generic regularization strategies for representation learning.
d
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